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Figure 1: Participants complete surveys to train their digital twin and test its ability to answer questions in their place.

Abstract
Crowd work platforms like Amazon Mechanical Turk and Prolific
are vital for research, yet workers’ growing use of generative AI
tools poses challenges. Researchers face compromised data validity
as AI responses replace authentic human behavior, while work-
ers risk diminished roles as AI automates tasks. To address this,
we propose a hybrid framework using digital twins, personalized
AI models that emulate workers’ behaviors and preferences while
keeping humans in the loop. We evaluate our system with an exper-
iment (𝑛=88 crowd workers) and in-depth interviews with crowd
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workers (𝑛=5) and social science researchers (𝑛=4). Our results
suggest that digital twins may enhance productivity and reduce de-
cision fatigue while maintaining response quality. Both researchers
and workers emphasized the importance of transparency, ethical
data use, and worker agency. By automating repetitive tasks and
preserving human engagement for nuanced ones, digital twins may
help balance scalability with authenticity.

CCS Concepts
• Human-centered computing → Empirical studies in HCI; •
Information systems → Crowdsourcing; Collaborative and
social computing systems and tools.
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1 Introduction
Crowd work on online labor market platforms, such as Amazon
Mechanical Turk (MTurk) and Prolific, is widely used in both indus-
try and academia, supporting machine learning dataset creation as
well as social science research examining human behavior [8, 27].
This paper focuses on crowd work in social science research, where
the growing accessibility of Large Language Models (LLMs), such
as ChatGPT and Gemini, has significantly reshaped the ecosystem
[33]. Crowd workers increasingly utilize LLMs, perhaps due to the
precarious nature of crowd work [8], often in ways that are difficult
to detect [7, 28, 29].

These developments raise critical concerns for the researchers
running the studies and the crowd workers completing them. For
researchers, the growing use of LLMs by crowd workers threatens
the validity of their research, which may reflect AI rather than
human behavior. For crowd workers, LLM’s growing capabilities
threaten their livelihood by potentially reducing the demand for
human labor in crowdwork.Moreover, reliance on LLMs diminishes
the value of their contributions as responses become less reliable
and valuable for researchers.

Concerns about the quality of data generated by humans (of-
ten through crowd work) have led to a push for the creation of
high-quality synthetic data [13]. Within this “synthetic framework,”
machine learning models and social science studies alike would be
powered by synthetic outputs created by LLMs [2]. Perhaps unsur-
prisingly, this approach has been met with widespread criticism, as
synthetic data generated by humans fails to capture the nuances of
human text and behavior [20, 30].

To address these challenges, we propose a personalized, “hybrid,”
human- and AI-assisted framework for crowd working that benefits
researchers and crowd workers. This approach introduces LLM-
powered “digital twins” that accurately emulate workers’ behaviors
and preferences, responding only when confident, to preserve the
integrity of individual contributions while keeping humans in the
loop. We evaluated the system with 88 crowd workers, collecting
feedback on their comfort and experience. Additionally, we inter-
viewed five crowd workers and four social science researchers as
key stakeholders to explore their experiences and perspectives on
the system’s potential impact.

Our study reveals key considerations for integrating AI into
human-centered research while preserving research integrity and
worker agency. Researchers were generally skeptical about AI’s
role in their studies, while crowd workers were less so. However,
both agreed that the thoughtful implementation of digital twins
could standardize response quality and reduce worker fatigue on
repetitive tasks, making crowd work more accessible.

This work underscores the need for AI systems that augment,
not replace, human judgment in research and data collection. It also
highlights the importance of clear boundaries, transparency, and
preserving human agency in AI-automated workflows. By prioritiz-
ing ethical and inclusive practices, our findings offer a framework

for responsible AI integration that advances innovation while safe-
guarding human involvement.

2 Related Work
2.1 Digital Twins and Personalized LLMs
Digital twins (DTs) are virtual models of natural, engineered, or
social systems that replicate their structure, context, and behavior
while continuously updating with data from their physical coun-
terparts [1]. Although DTs have been applied in fields like civil
engineering and medicine [3, 19], their use in crowd working to
model human behavior and decision-making is still emerging. By
prompting LLMs to emulate human preferences, personalized hu-
man DTs, or generative agents, have shown significant promise
in accurately replicating human attitudes and behaviors [21, 22].
Past work also indicates that DTs can improve decision-making by
aligning AI systems with human preferences [10]. In the context
of crowd work, companies like Karya [15] and Qloo [24] are ex-
ploring AI-driven market research. Still, it is unclear whether they
capture individual nuances or rely on broader demographic trends
[12, 14]. These findings underscore the potential of digital twins
when tailored to individual opinions, emphasizing the need for
personalized, rather than generic, results. By focusing on individual-
level LLM customization, this study seeks to improve the alignment
and relevance of AI-assisted crowd work.

2.2 Worker-AI Collaboration in Crowd work
Integrating AI tools like LLMs into crowd work offers opportunities
and challenges. While some researchers have demonstrated LLMs’
ability to simulate human responses accurately [2, 33] and their
potential for optimizing market research [6], others have cautioned
that LLM-generated data may misrepresent social demographic
groups (such as those defined by race, gender, or socioeconomic
status), raising ethical concerns about authenticity and fairness [32].
Additionally, the widespread use of LLMs among crowd workers
complicates the situation. Researchers have found that 33-46% of
workers used LLMs for text summarization tasks, and even when ex-
plicitly asked to avoid LLM assistance, nearly half continued to use
them covertly [28, 29]. This creates a dilemma: replacing humans
with LLMs risks compromising diversity and authenticity, while
traditional crowd work often involves generic, LLM-generated re-
sponses that fail to reflect individual human perspectives. Prior
work has explored human-AI collaboration strategies to address
these challenges that include: real-time AI feedback systems to
improve crowd worker performance [32], dynamic task allocation
to optimize task distribution between human and AI workers [17],
new methods to evaluate AI-worker collaboration [14], and human
verification of LLM outputs to improve annotation accuracy [31].
Building on these promising results, we propose and evaluate a
digital twin system to enhance crowd worker productivity while
preserving human agency and authenticity.

3 System Implementation
We created a sample online research platform to simulate the use
of digital twins to assist crowd workers in survey-answering tasks.
The platform is a React application that interacts with OpenAI’s
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Learning Phase Interface

Figure 2: The learning survey interface design with Likert-
scale questions.

GPT-4o model, an LLM, to create “digital twin” responses based on
participant data.

3.1 Demographic Data Gathering
The system starts by asking crowd workers to answer 25 demo-
graphic questions (see Appendix C), including age, gender, educa-
tion, location, and political views, to contextualize the digital twin’s
responses based on their own characteristics. These responses serve
as foundational data for tailoring the digital twin’s behavior to the
individual participant.

3.2 Learning Phase
The crowd worker completes three learning surveys, each with
15 to 19 questions adapted from six social science surveys (see
Appendix C), evaluated on a 7-point Likert scale from -3 to +3.
These surveys, selected from Hewitt and colleagues’ compilation
of 70 U.S. studies [9], assess attitudes, beliefs, and perceptions on
social, political, and ethical issues. After submitting the responses,
the system prompts the LLM with the same questions to predict
the participant’s answers based on demographic data and prior re-
sponses (see Appendix D). The LLM’s predictions are not shown to
the user. Each phase iteratively refines the LLM’s ability to simulate
personalized answers.

3.3 Testing Phase
The system prompts the LLM with 43 additional survey questions
from the same social science surveys as in the Learning Phase (see
Appendix C) and instructs it to predict the participant’s answers
based on their demographic survey responses and learning survey
responses. The OpenAI API response includes a list of probabilities

Testing Phase Interface

Figure 3: The testing survey interface with both digital twin
and human responses.

corresponding to each token in the LLM’s output. For each question,
the system finds the token corresponding to the numerical Likert-
scale prediction, extracts the logprob metric associated with it, and
calculates the linear probability. This acts as a measure of the LLM’s
confidence in its answer. For a given question, if the confidence is
above a certain threshold1 (75%), the system accepts the answer and
automatically fills out the survey question. The question will then
appear to the participant as having been automatically completed
by their “digital twin.” If the confidence is below the threshold, the
system rejects the LLM answer and defers to the participant to
answer manually.

3.4 Reflection Survey
The participant independently answers all questions from the test-
ing phase that were previously answered with high confidence
(>75%) by the LLM.2 The LLM’s prediction is only visible after the
participant gives their own answer. Finally, the participant answers
19 questions about the system (see Appendix C), providing feed-
back on the digital twin’s usability, accuracy, trustworthiness in
decision-making, and overall user experience and satisfaction.

4 Methods
We recruited crowd workers (𝑛 = 88) to test our system’s accuracy
and usability and to understand their reactions to it. Further, we
interviewed both crowd workers across the U.S. (𝑛 = 5) and social

1We empirically determined the 75% threshold for accepting digital twin answers as
roughly the optimal point for maintaining accuracy while enabling the digital twin to
answer enough questions to be useful.
2The reflection survey is intended to measure the LLM’s accuracy in replicating
individual participants’ opinions, but it would not be included in a real system intended
for use by crowd workers, since the intent is for the LLM to answer the questions
automatically.
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science researchers in the northeastern U.S. (𝑛 = 4) to better under-
stand their perspectives on using AI to augment crowd work. This
study was approved by Princeton University’s Institutional Review
Board (IRB# 17302), and all participants provided informed consent
before participation.

4.1 Platform Study with Crowd Workers
We initially recruited 105 participants on Prolific, whowere directed
to our online platform. After excluding incomplete responses, the fi-
nal sample size consisted of 88 participants. These individuals spent
approximately 20–25 minutes completing surveys on the system
and were compensated $5 for their time. Participants represented
diverse backgrounds, all residing in the U.S. and originating from
32 different states. 54% reported that they rely on crowd work as
their main source of income, while 46% have additional jobs. The
majority of participants fell within the 26 to 45 age range. 58.1%
identified as White, 22.1% as African American or Black, 11.6% as
Hispanic/Latinx, and 5.8% as Asian. 54% identified as male and 46%
identified as female.

The participants used the study platform (see Section 3), com-
pleting learning and testing surveys to train and evaluate their
digital twin. The survey questions addressed six key topics: immi-
gration/race, crime, health, politics, terrorism, and ethics. These top-
ics were carefully selected to provide a comprehensive evaluation
of the digital twin system’s ability to replicate human responses
across diverse and nuanced subject areas. All survey questions
were sourced from original studies3 that had been previously ad-
ministered to human crowd workers. The survey questions were
distributed such that 55% were part of the Learning Phase, while
45% were included in the Testing Phase. By covering all six topics
in both phases, the digital twin system progressively familiarized
itself with participant responses, mimicking the iterative learning
process of humans.

4.2 Interviews with Crowd Workers and
Researchers

We interviewed five crowd workers (recruited via Reddit and Pro-
lific) and four social science researchers (recruited through per-
sonal connections). The crowd workers were all active users of
Prolific and/or Amazon Mechanical Turk, and the researchers all
used crowd working platforms in their research. Interviews were
conducted virtually, lasting about one hour each. Crowd workers
received $20 compensation, while researchers participated volun-
tarily.

The interviews explored participants’ experiences with crowd
working platforms and AI’s influence on task quality, alongside a
walkthrough of the digital twin system. Feedback focused on design,
ethical concerns, privacy, and the long-term implications of AI in
crowd work. Discussions compared AI-only, hybrid, and human
systems in terms of cost, workload, authenticity, and fairness.

We audio-recorded and transcribed all interviews, then con-
ducted thematic analysis using open coding. We coded the tran-
scripts to identify recurring themes and patterns in user feedback.
We iteratively refined these codes through discussion until reach-
ing consensus, then grouped them into higher-level themes. This
3Some phrasing was slightly modified to adapt to a Likert scale format.

analysis revealed primary themes, including task-dependent trust
and adoption, balancing efficiency with authenticity, privacy and
data ownership concerns, quality control and oversight, and imple-
mentation requirements.

5 Results
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Figure 4: Distribution of absolute difference error for all test-
phase responses (n = 3,784). An absolute difference of 0means
identical Human and Digital Twin Likert answers. Vertical
lines show the mean error and 95% confidence interval.
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Figure 5: Distribution of absolute difference error for test-
phase responses where the digital twin had high confidence
(>75%) (n = 1,933). These questions were automatically an-
swered, while others were deferred to humans. Vertical lines
mark the mean error and 95% confidence interval.
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5.1 Performance Metrics
5.1.1 Accuracy of Digital Twin Predictions. We measured the error
of the digital twin’s responses by computing the absolute difference
between the digital twin’s predictions and the participant’s answers
on a 7-point Likert scale. For questions the LLM answered indepen-
dently, we compared its predictions with the participant’s answers
from the reflection survey. For questions the LLM deferred to the
participant (it still made predictions in the background), we com-
pared these predictions with the participant’s actual answers. As
shown in Figure 4, the mean error across all testing phase responses
was 1.22. As shown in Figure 5, the mean error across all testing
phase responses where the LLM answered in the user’s place (i.e.,
it displayed high confidence) was 0.97. These results suggest that a
digital twin is able to simulate an individual crowd worker’s survey
tasks with a high degree of accuracy.

5.1.2 Confidence of Digital Twin. We measured the confidence of
the digital twin for each response based on the token probability of
the LLM’s numerical Likert scale prediction. The mean confidence
across all question responses was 70.36%. Due to the 75% confi-
dence threshold in our system, the system accepted the digital twin
answer for 51.1% of questions on average across all testing phase
responses and deferred the remaining 48.9% to human participants.
For additional quantitative results, see Appendix A.

5.2 Crowd Worker Perspectives
5.2.1 Participants Recognize Accuracy but Emphasize the Need for
Trust and Oversight. Participants acknowledged the digital twin’s
accuracy, with 60.7% of Prolific respondents reporting its recom-
mendations often aligned with their choices and 31.5% noting they
sometimes aligned (see Table 2 for more details). Participants de-
scribed the system as typically accurate, deviating by only one
point (P2, P4). However, trust varied: only 5.7% fully trusted it,
while 25.0% expressed no trust. P2 remarked, “If I worked with the
same AI over and over, and it consistently chose things that were
close to what I would choose, then I would probably trust it more.”
Human oversight was seen as essential, with 42.0% of respondents
preferring to monitor the system’s decisions. P5 emphasized this,
stating, “I’d like to see what AI has written... it can make mistakes.”

5.2.2 Participants Value Efficiency but Highlight the Need for Hu-
man Involvement in Meaningful Tasks. The digital twin was praised
for saving time, with 70.5% of respondents citing task automation
as a key benefit and 52.3% valuing reduced decision fatigue. Partic-
ipants appreciated AI for routine tasks and expressed frustration
with repetitive, unstimulating work. P2 noted, “It’s hard when I’m
dealing with the same kind of basic economic questions over and over
again... I’ve probably seen them a thousand times.” Many favored a
hybrid approach, allowing AI to handle routine tasks while humans
focused on more engaging work. As P5 put it, “AI could help with
the repetitive questions... but human input is still needed, especially
when the questions require thinking or writing.”

5.2.3 Participants Divided on Privacy, Prioritizing Authenticity Over
Ethical Concerns. Privacy opinions were mixed: 36.7% of respon-
dents were comfortable sharing data to improve accuracy, while
31.0% were uncomfortable. Similarly, opinions on crowd workers

owning and monetizing digital twins were split, with 37.5% view-
ing it as harmful to privacy and 28.4% seeing it as beneficial. Many
accepted data sharing as part of “life online,” and prioritized authen-
ticity over privacy (P2, P3, P4). As P3 explained, “My only concern is
the capabilities of the LLM to truly represent me.” Participants drew
boundaries around sensitive data, such as personally identifiable
information (PII), while appreciating AI’s potential to enhance their
work.

5.2.4 Improvements in Accuracy, Transparency, and Hybrid Models
Key to Adoption. Key improvements included better prediction
accuracy (67.0%), greater transparency in data usage (65.9%), and
more control over privacy (56.8%). The flexibility to toggle between
AI and human input was also prioritized. P4 highlighted the hybrid
model’s appeal, noting, “If a study seems fun, let me figure this one
out... workplace ones are dry, maybe a digital twin.” P5 added, “If
it’s paying more, faster, and I can monitor it, I’d prefer the hybrid
approach.”

5.2.5 Adoption and Recommendations Depend on Proven Benefits,
Efficiency, and Human Oversight. Interest in digital twins was mixed:
48.9% expressed interest in future use, 28.4% were unsure, and 22.8%
were unlikely to use the system. Participants emphasized the im-
portance of proven benefits, such as improved accuracy (73.9%),
cost efficiency (54.5%), and better privacy handling (50.0%). P1 ex-
pressed reservations, saying, “I’m not comfortable with AI... but if it
reduces scandalous activity, I’m fine with it.” Others were optimistic
about a hybrid approach, with P1 affirming, “hybrid is what’s go-
ing to happen.” Human oversight remained critical for trust and
adaptability.

5.3 Researcher Perspectives
5.3.1 Researchers Split on AI Detection and Trust in Diverse Crowd
Work Tasks. Researchers expressed mixed opinions on detecting
AI in crowd work. P7 highlighted challenges in identifying AI use
in emotional response surveys, while P6 expressed trust in par-
ticipants, stating, “as a social scholar, I never thought about my
respondents using AI.” For heterogeneous, non-text-based tasks, P8
noted, “we cannot think of a way that you can easily adapt an AI to
do the task.”

5.3.2 Researchers Prefer Human Responses but Acknowledge Cost
Benefits of Human-AI Hybrid Approaches. Researchers strongly fa-
vored human responses for their authenticity and contextual rich-
ness. P9 stated, “ideally, I prefer entirely human responses despite
the challenges, as they offer insights into contextual and temporal
factors.”, while P7 found hybrid systems “a preferable option.” Oth-
ers, like P8, viewed hybrid approaches as “the worst of both worlds,”
believing that most tasks that could reliably use digital twins could
just use AI entirely. Despite this, AI’s cost and scalability benefits
were acknowledged, with some willing to adopt AI if it was “half
the human cost” (P6, P7). P9 observed, “A hybrid approach, like your
digital twin, combines efficiency with personalization but requires
ongoing human feedback to remain effective.”

5.3.3 Transparency About AI Usage is Crucial for Research Integrity
and Peer Review. Researchers stressed the importance of distin-
guishing AI from human responses for validity and peer review.
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P6 advocated for “clear information about whether a question is an-
swered by [AI] or [human],” allowing easier adjustments if AI usage
is restricted. P9 emphasized transparency in the digital twin’s train-
ing level for meaningful analysis, while P8 warned that excessive
AI reliance could undermine research integrity. P6 also highlighted
concerns about AI assumptions, noting “these AI tools may be based
on assumptions that people from the same school will hold similar
opinions.”

5.3.4 Complex Tasks and Human Nuance Remain Beyond AI’s Ca-
pabilities. Researchers highlighted AI’s limitations in handling nu-
anced tasks, such as complex social issues and morally ambiguous
topics (P9). P8 noted, “It’s difficult for AI to fully capture a person’s
complexity, as even a snapshot of someone is incomplete.” Variability
in human opinions poses another challenge, with P8 emphasizing
how responses shift based on phrasing and how digital twins may
quickly become outdated as views evolve. P9 pointed out, “you
want to sometimes know the things that are influencing people’s re-
sponses at that moment.” Additionally, AI often oversimplifies group
representation, assuming, as P6 warned, “people from similar back-
grounds hold similar opinions,” ignoring individual variation. These
challenges highlight AI’s struggle to reflect human perspectives’
diverse, dynamic nature.

5.3.5 Clear Benchmarks and Standards Needed for Future AI Integra-
tion. Researchers foresee greater AI use in crowd work but remain
skeptical about full automation. P9 noted the digital twin system
might work for binary tasks but warned, “for nuanced scales or ex-
ploratory research, small variations could matter,” emphasizing the
need to understand AI’s limitations. P7 expressed concerns about
unknowingly receiving predominantly AI-generated responses and
stressed the importance of benchmarks, stating, “95% accurate, for
everyone, not 99% for some and 89% for others.” P8 agreed, adding,
“there must be a benchmark to which you compare the accuracy.”
While researchers remain cautious to protect research validity, they
acknowledge AI’s potential when supported by clear standards and
benchmarks.

6 Discussion
Our study highlights key considerations for integrating AI in crowd
work through digital twins. While our quantitative results show
promising accuracy levels, researchers emphasized that numerical
accuracy alone is insufficient, given the dynamic nature of human
opinions and the influence of external events. This underscores
the need for more sophisticated evaluation frameworks, such as
routine sentiment checks or updates on personal opinions following
significant social events.

We found a notable alignment between researcher and worker
interests regarding data ownership and working conditions, with
both groups emphasizing the importance of worker agency and
control over digital representations. The effectiveness of digital
twins appears highly task-dependent, with clear applications for
repetitive elements like demographic questions while preserving
human engagement for complex tasks requiring judgment. This nat-
ural division suggests opportunities for hybrid systems to improve
working conditions and research integrity. Moving forward, align-
ing AI capabilities with worker needs and ethical considerations

will be critical to ensuring that digital twins support sustainable
and fair crowd work ecosystems.

Privacy and data usage are central to the ethical implementation
of this study. To ensure transparency and participant awareness, all
demographic information in this study was collected with informed
consent and securely stored in compliance with human subjects
research guidelines. While leveraging demographic data to tailor
digital twins can enhance personalization, it also introduces risks
related to data security and misuse; thus, strict safeguards were
implemented to prevent unauthorized access and ensure data confi-
dentiality. Inclusive demographic questions (see Appendix C) were
also used to promote fairness and recognition of individual diver-
sity. Moving forward, research should prioritize methods that avoid
reinforcing assumptions associated with demographic categories.

The ethical implications of integrating AI into crowd work also
extend beyond data privacy to include concerns about the poten-
tial replacement of human judgment, along with its impact on
worker livelihood and job security. While digital twins can alleviate
repetitive tasks and reduce cognitive load, their widespread use
may reduce demand for human input, affecting income stability for
crowd workers. This emphasizes the need to deploy AI as a collab-
orative tool that enhances human capabilities rather than replacing
them, preserving opportunities for meaningful and creative tasks
that require human judgment.

7 Limitations and Future Work
From a technical perspective, our implementation using general-
purpose LLMs (GPT-4o) presents both opportunities and limitations.
The inherent biases in historical training data and the potential
inability to capture responses to current events suggest the need
for alternative approaches. However, resource constraints present
practical challenges when training specialized models. Future work
might explore creative solutions like enhanced prompting strate-
gies or hybrid architectures that balance accuracy with resource
efficiency.

Additionally, several limitations of our study warrant considera-
tion, including sample size constraints and potential self-selection
bias in our interview participants. Differences in research method-
ologies among participating researchers could also influence at-
titudes toward AI integration. For instance, one psychology re-
searcher expressed little concern about AI use (P8), given that their
research relied on non-text-based survey designs. Future research
should investigate digital twins’ applicability to tasks involving
free-text responses, subjective assessments, and contextual inter-
pretation, exploring howAI can effectively support diverse research
needs.

Finally, the study’s focus on Likert-scale tasks limits the general-
izability of our findings to more complex or nuanced annotation
work. Future research should focus on expanding digital twin ca-
pabilities beyond Likert scales, developing flexible systems for AI
control, implementing adaptive oversight mechanisms, and making
crowd work more accessible to diverse populations. While digital
twins demonstrate promise to enhance the efficiency and quality of
crowd work, their successful implementation depends on balancing
technical capabilities with the evolving needs of researchers and
preserving the integrity of human-centered research.
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8 Conclusion
Our study highlights the potential of hybrid AI-human systems,
particularly digital twins, to revolutionize crowd work by balancing
efficiency and authenticity. While the proposed framework auto-
mates repetitive tasks and maintains research integrity, it unders
cores the importance of human agency and task-specific AI de-
ployment. Both crowd workers and researchers acknowledge the
benefits of such systems but emphasize the need for transparency,
trust, and oversight. Our findings demonstrate that aligning worker
and researcher interests through clear benchmarks, flexible AI us-
age, and robust privacy safeguards can lead to ethical and inclusive
AI integration. Future work should expand on these foundations,
addressing limitations in model adaptability, task diversity, and
system scalability to ensure broader applicability and fairness in
AI-augmented research.
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A Additional Results
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Figure 6: The distribution of digital twin confidence for all
question responses from the testing phase.

B Interview Protocol
(1) Introduction and Consent (5 minutes):

• Researchers introduce themselves and explain the purpose
of the study.

• Participants confirm they have read and signed the consent
form.

(2) Prototype Use (20 minutes):
• Participants use our prototype system by answering a
series of surveys and interacting with a “digital twin” that
assists them in answering questions.

• Participants evaluate the digital twin based on perceived
accuracy and alignment with their real preferences. They
also answer feedback questions about the system.

(3) Discussion (35 minutes):
• Questions focus on the participants’ thoughts on integrat-
ing digital twins into their workflows, their perceptions
of the hybrid approach’s validity, and potential barriers to
adoption.

(4) Conclusion (5 minutes):
• Summarize key discussion points and ask if participants
have additional thoughts.

• Thank participants for their time.

C Survey Questions
The following list provides a breakdown of the sources referenced
for each survey question. The “Supplementary Materials” document
includes the complete list of survey questions included in the study.
Many of these questions are either directly taken from or inspired
by established research studies, as detailed below. The sources
were identified through the work of Hewitt and colleagues, who
compiled 70 nationally representative U.S. studies [9].

Below each free-response question, participants saw the fol-
lowing:

“Please do not include any directly or indirectly per-
sonally identifiable information, such as your name
or address.”

Demographics
Source: Guidance for Researchers When Using Inclusive Demo-
graphic Questions for Surveys: Improved and Updated Questions
[11]

• Demographic Survey: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 21, 22, 24
Source: 2022 GSS Cross-Section Questionnaire in English [5]

• Demographic Survey: 11, 12, 13, 14, 15, 16, 17, 18 19, 20, 23,
25

Race and Death Penalty
Source: Persuasion and Resistance: Race and the Death Penalty in
America [23]

• Learning Survey 1: Questions 1, 2
• Learning Survey 2: Questions 3, 4
• Learning Survey 3: Questions 3, 4
• Testing Phase: Questions 6, 7

Crime Risks vs. Reward
Source: Accounting for the Correlation between the Perceived
Risks and Rewards to Crime [25]

• Learning Survey 1: Questions 3, 4, 5, 6
• Learning Survey 2: Questions 5, 6, 7, 8
• Learning Survey 3: Questions 5, 6, 7, 8
• Testing Phase: Questions 8, 9, 10, 11, 12, 13, 14, 15

Healthcare Costs
Source: Public Opinion and Attributions for Health Care Costs [16]

• Learning Survey 1: Questions 7, 8
• Learning Survey 2: Questions 9, 10, 11
• Learning Survey 3: Questions 9
• Testing Phase: Questions 16, 17, 18, 19, 20, 21

Human Rights Backlash
Source:Human Rights Shaming, Compliance, and Nationalist Back-
lash [26]

• Learning Survey 1: Questions 9, 10, 11, 12
• Learning Survey 2: Questions 12, 13, 14
• Learning Survey 3: Questions 10, 11
• Testing Phase: Questions 22, 23, 24, 25, 26, 27, 28, 29, 30, 31

Terrorism Fear Correction
Source: Can Factual Misperceptions be Corrected? An Experiment
on American Public Fears of Terrorism [4]

• Learning Survey 1: Questions 13, 14, 15, 16
• Learning Survey 2: Questions 15, 16, 17, 18
• Learning Survey 3: Questions 12, 13, 14, 15
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Testing Results Mean Absolute Difference (95% CI) Mean Confidence (%) (95% CI) Total Number of Responses

All Testing Responses 1.22 (1.17–1.26) 70.36 (69.62–71.09) 3,776

All Testing Responses
Independently Answered by Digital Twin 0.97 (0.91–1.02) 88.82 (88.47–89.16) 1,931

(51.1%)

All Testing Responses
Deferred and Answered by Human 1.47 (1.42–1.53) 51.03 (50.24–51.82) 1,845

(48.9%)

Table 1: Testing results with mean absolute difference, mean confidence, and total number of responses.

• Testing Phase: Questions 32, 33, 34, 35, 36, 37, 38, 39, 40, 41,
42, 43

Racial Minority Growth
Source: Racial Majority &Minority Group Members’ Psychological
and Political Reactions to Minority Population Growth [18]

• Learning Survey 1: Questions 17, 18, 19
• Learning Survey 2: Questions 1, 2
• Learning Survey 3: Questions 1, 2
• Testing Phase: Questions 1, 2, 3, 4, 5

D LLM Prompt
This prompt was submitted to GPT-4o via OpenAI’s API after each
learning survey and testing survey submission:

For context, we are currently running a study on
how well LLM-powered digital twins are able to answer
crowdsourcing surveys based on human input. Our aim
is for the digital twin to effectively and accurately
mimic the human crowd worker.
You are the digital twin model in this study. I will
provide you with the human crowd worker’s demographic
information and preferences, and your task is to
respond to questions as closely as you can to the
human crowd worker’s preferences in the strict format
outlined below. Do not use any outside knowledge other
than what I’ve given you on how the human crowd worker
thinks. This task is very important. Do this to the
best of your ability. If you do not know the answer
to a question based on the human crowd worker’s input,
output "$".
All references to the word “human” mean the specific
“human crowd worker” that you are trying to mimic.
There is only one human you need to mimic.
For the questions in this survey, you will be given the
following information as context: 1. The demographic
info of the human that you are trying to mimic. 2. The
human’s answers to the prior survey before this survey.
3. The LLM-powered digital twin’s answers to the same
survey that the human answered. The purpose of this
study is for the LLM-powered digital twin to learn
from the human’s responses to better mimic the human
crowd worker. Therefore, the human will answer the
same survey that you answer, and you need to try to
learn from the human’s responses to better understand
their opinions and preferences. Whenever the answers

from (2) and (3) do not match up, always prioritize
the human’s answer.
Your task is split into two steps:
Step 1: Write a short paragraph summarizing the key
points of the human’s demographic information and
preferences. IMPORTANT: If you did not receive any
demographic info, for step 1, simply output “Did not
receive demographic information.”
Step 2: Using all of the context information given
to you as well as the paragraph you wrote in Step 1,
answer the survey questions given to you to the best
of your ability following the response format below.
To clarify, the only things you will output back are
the paragraph from Step 1 and the numerical answers
from Step 2.
How to answer survey questions: Do your best to predict
what the human would choose for each question on a
scale of 1 to 7: - 1 = Strongly Disagree (or appropriate
extreme) - 7 = Strongly Agree (or appropriate extreme)
- Intermediate values (2-6) represent varying degrees
between these extremes.
Please format your responses in JSON format as follows:
Sample response structure: { "step1": "Your paragraph
here", "step2": { "1": "1", "2": "5", "3": "3", "4":
"2", "5": "4", "6": "5", "7": "1", "8": "6", "9": "2",
"10": "1" } }

Following these instructions, a JSON object containing the user’s
demographic data and all numerical answers from previous learning
surveys by both the human and the LLM is submitted.
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Question Option 1 Option 2 Option 3 Option 4 Option 5
How well do the recommendations
from the digital twin align with
your choices?

1.1% Always align 60.7% Often align 31.5% Sometimes
align

6.7% Rarely align 0.0% Never align

Doyou think systems like this could
improve or harm the conditions for
crowd workers?

9.1% Strongly im-
prove

34.1% Somewhat
improve

19.3% No signifi-
cant impact

27.3% Somewhat
harm

10.2% Strongly
harm

How do you feel about the concept
of using digital twins for survey-
answering tasks?

23.0% Very excited 28.7% Somewhat ex-
cited

18.4% Neutral 16.1% Somewhat
skeptical

13.8% Very skepti-
cal

How comfortable are you with shar-
ing personal data to improve the ac-
curacy of your digital twin?

19.5% Very comfort-
able

17.2% Somewhat
comfortable

19.5% Neutral 17.2% Somewhat
uncomfortable

13.8% Very uncom-
fortable

Howwould allowing crowdworkers
to own and monetize their digital
twins affect your data privacy con-
cerns?

9.1% Strongly im-
prove

19.3% Somewhat
improve

34.1% No signifi-
cant impact

29.5% Somewhat
harm

8.0% Strongly harm

Would you accept slightly lower pay
if the platform reduced your work-
load by usingAI to handle repetitive
tasks?

10.2% Yes, definitely 21.6% Yes, to some
extent

19.3% Not sure 20.5% No, unlikely 20.5% No, definitely
not

To what extent would you trust a
digital twin to make decisions on
your behalf?

5.7% Fully trust it to
make decisions for
me

42.0% Trust it with
some decisions, but
prefer oversight

27.3% Trust it
only with minor
decisions

25.0% Don’t trust it
to make any deci-
sions

N/A

Out of everything in this system,
what stood out to you the most?

33.0% Ease of use 31.8% Alignment
with my choices

11.4% Ethical and
privacy concerns

15.9% Accuracy of
predictions

5.7% Potential bene-
fits for crowd work-
ers

In what areas has (or do you ex-
pect) the digital twin to help you the
most? (select all that apply)

70.5% Saving time
by automating
tasks

52.3% Reducing
decision fatigue by
providing recom-
mendations

52.3% Gaining in-
sights about per-
sonal habits or be-
havior

23.9% Improving
my physical or
mental well-being

N/A

What improvements would make
youmore likely to use a digital twin
regularly? (select all that apply)

67.0% Better accu-
racy of predictions

65.9% More trans-
parency about how
data is used

56.8% Greater con-
trol over data collec-
tion and privacy

37.5% Improved
user interface and
ease of use

42.0% Stronger
alignment with my
personal values

Would you use a digital twin like
this in the future?

14.8% Yes, definitely 34.1% Yes, likely 28.4% Maybe, un-
sure

14.8% No, unlikely 8.0% No, definitely
not

Would you recommend this system
to others in your field?

18.4% Yes, highly
recommend

20.7% Yes, recom-
mend with some
reservations

32.2% Neutral 19.5% No, would
not recommend

9.2% No, strongly
against recom-
mending

What would increase your confi-
dence in adopting or recommending
this platform? (select all that apply)

42.0% Clearer expla-
nation of how it
works

54.5% Demon-
strated cost and
time efficiency

73.8% Evidence of
improved accuracy
over alternatives

50.0% Better han-
dling of ethical or
privacy concerns

N/A

Table 2: Summary of Reflection Survey Responses
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